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Introduction 
 
Converting natural language written responses to a code from standardized category system 
typically is a costly task regarding time and expertise. In previous large-scale surveys, the 
classification into a detailed and frequently used category system has been done manually. For a 
large Germany wide survey among university students from 250 universities (“Die 
Studierendenbefragung in Deutschland”, SiD, Beuße et al. 2022), we developed a procedure that 
enables semi-automated classification of fields of study that respondents reported in natural 
language. Our procedure combines use-case adapted preprocessing with a variety of rule-based 
machine learning tasks. In the end, the application yields a large reduction of manual effort: While 
the original study contained around 324,000 responses to the fields of study questions, our method 
is able to code most of them automatically and provide suggestions that need manual checking for 
13,435 values (around 4.1 percent of all responses). For only 2,359 values (around 0.73 percent of 
all responses), the tool cannot produce an automated coding or a suggestion and requires a manual 
coding. We also review other approaches to (semi-)automated classification and explain why we 
chose the approach. We then describe the procedure in detail while simultaneously explaining how 
it can easily be adapted to other use cases.  
 
 

Problem statement 
 
As a starting point to develop the classifier, we are faced with a huge number of open-ended answers 
containing study programs from a large-scale survey among university students (SiD, conducted in 
summer 2021). The total number of open-ended answers is around 324,000. In order to get a fine-
grained and reliable measure of the field of study (i.e. a key variable for many substantive analyses), 
the overall goal of the coding procedure is to assign the correct code from the Statistisches 
Bundesamt (Federal Statistical Office, also: Destatis) study subject classification to each answer. This 
classification scheme, in the following Destatis classification scheme consists of 273 fields of study 
which are hierarchically structured (with general classification containing more fine-grained 
subcategories, see Figure 1; German version in the appendix Figure 1A). The assignment of open-
ended text to these 273 codes should be achieved as efficiently as possible without sacrificing the 
coding quality, i.e. reducing wrong category assignment (false positives). 
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Figure 1: Field of study classification (Destatis classification scheme from Statistisches 
Bundesamt, example: humanities) 
 

 
Source: Statistisches Bundesamt 2023, German version in the appendix (Figure 1A) 

 
In previous surveys with a significantly lower number of cases, human coders have manually 
assigned the correct code to the written answers. While this method requires plenty of time and 
expertise, one can expect a high classification accuracy which is important for the further use of this 
key information on fields of study in further data analysis. Using the work of manual coders, we still 
do not expect a perfect classification accuracy of 100 percent correct assignments. False assignments 
can be the result of different assignments of edge cases between coders, i.e., a low inter-coder 
reliability (Krippendorff 1978), inconsistencies within the coding of single coders, or simple mistakes. 
The semi-automated procedure should at least reach a comparably low error rate to the best 
practice manual coding procedure. 
 

Data  
Data input that is to be coded stems from an online survey among university students in Germany 
in 2021 (SiD). We use open-ended responses to questions on current and previous study programs 
in which students are or have been enrolled (Beuße et al. 2022). The seemingly simple and 
straightforward question about the field of study is not easily framed in student surveys by means 
of predefined, distinct categories. This is firstly because the existing BA and MA programs 
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incorporate content from various academic disciplines. Particularly, BA programs often combine 
major and minor subjects. Secondly, when students are asked about their field of study, they often 
think of the specific name of the study program at their university (e.g. “LKM”: Literatur, Kunst, 
Medien; literature, arts, and media), from which the field of study may not always be clearly 
discernable.  
 
Most importantly, in cross-university surveys of students – as in the SiD – the recording of fields of 
study is particularly challenging when it comes to the question format of predefined categories. The 
range of study programs offered by German universities has become enormously differentiated with 
the introduction of bachelor’s and master’s degrees. There is an increasing number of MA programs, 
some are very specialized, some are taught in English and some are interdisciplinary. In addition, the 
survey includes all study programs for teachers’ education as well. There are manifold variations 
among universities that offer study programs in teachers’ education, such as the number of subjects 
required for studies.  
 
Even if an accurate collection of (distinct and complete) answers to closed questions was possible in 
principle in online surveys (by listing all study programs in extensive drop-down menus), a 
sufficiently precise, summarized classification into superimposed and predefined categories of 
subjects, into which respondents can classify themselves, appears extremely challenging to present 
on a computer screen and impossible on a mobile device. In addition, the assignment of the 
cognitive representation of respondents (often simply the name of the study program for which they 
enrolled) to the 273 predefined subjects as listed in the Destatis classification scheme (Figure 1, 
Statistisches Bundesamt 2023) would require an enormous effort from the respondents. Thus, the 
question on the field of study is a legitimate candidate for collecting data by respondents filling in 
natural language information (open-ended question). To mitigate the substantial cognitive effort of 
having students categorize their study subject themselves, the primary researchers of the SiD study 
deliberately opted for an open-ended approach in querying the fields of study. 
 
Figure 2 depicts a screenshot of the question on the current field of study (German version in the 
appendix, Figure 2A). There are two open-ended fields of input. The second field is optional. For 
subgroups (identified by filter questions), this question format is applied for (up to three) previous 
enrollments. In total, there are eight open-ended fields containing possible natural language input 
on the field of study. 
 
Figure 2: Open-ended question on the field of study  
 

 
Source: SiD, Beuße et al. 2022, German version in the appendix (Figure 2A) 
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In the following, all input data to questions on the current and previous fields of study form the 
source data D1.  
 

Data issues and potential sources of error 

Ideally, each response would contain exactly one correctly spelled field of study. However, there are 
some common issues across respondents that must be solved when applying the classification 
method. As already pointed to, respondents might just write in the name of the study program (e.g. 
“LKM”: Literatur, Kunst, Medien; literature, arts, and media) that not necessarily corresponds to a 
field of study. 
 
More trivially, some respondents include typos and spelling errors in their responses. Some spelling 
errors cannot easily be resolved since study subjects can be read similarly to each other. For example, 
if someone included a typo in Biology and accidentally wrote Giology, converting Giology to Biology 
would have the same Levenshtein distance when using equal weights as Giology to Geology, thus 
we might change some values to a different subject than intended. Our method must thus be able 
to handle spelling errors in some way. 
 
Furthermore, a subgroup of respondents writes an entire sentence instead of just their field of study 
(e.g. “Currently I am studying computer science.”). Some others also list the degree they are 
pursuing in their program (e.g., Bachelor of Science, Master of Education) or provide additional 
context. Additionally, there might be responses which do not contain the study program at all (e.g. 
“Lehramt”, i.e., heading for a teaching degree; “I do not want to answer”). Moreover, some 
respondents might list more than one subject per field. This may be due to a misunderstanding of 
the question, but in some cases respondents are enrolled for three subjects (e.g., when heading for 
a teaching degree “Lehramt”), while the questions on field of studies only allow two subjects (see 
Figure 2).  
 
The answers partly consist of English words as there are also study programs taught in English and/or 
with an English name. We therefore need a method that takes English words into account and codes 
them properly. All these characteristics of the available data need to be addressed for automated 
classification.  
 

Additional data 

As almost all supervised classifiers, our method requires training data, i.e., data in the same or a 
similar format the model can use. In practice, we connect existing data on study program names and 
fields of study (not necessarily given by respondents) with their corresponding code. Concretely, we 
use three additional data sources as training data and transform them to dictionaries mapping study 
program names and fields of study to their codes. The listing and naming of fields of study with 
codes from the Federal Statistical Office (D2; Statistisches Bundesamt), a list of German study 
programs (D3), and a processed and partially coded data set (D4) from a preliminary survey 
“Studying in Times of the Corona Pandemic” (Lörz et al. 2020).  

 D2: This source file contains the names of the fields of study and the assigned numerical 
codes from the Federal Statistical Office (Statistisches Bundesamt 2023, see Figure 1). The 
complete list forms the dictionary to be used further and can be employed to determine 
direct mapping of plain text data.  
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 D3: This source file contains an (unofficial) list of all study programs in Germany (around 
21,000 programs in October 2023) and was indexed using the website StudyCheck 
(https://www.studycheck.de/). Based on the search over all categories, subcategories, and 
fields of study, the latter were retrieved from the website by means of web-scraping. This list 
is not coded, but in many cases the subcategories correspond to the categories used by the 
Federal Statistical Office (Statistisches Bundesamt 2023) for fields of study (D2), which allows 
an assignment of specialized study programs to (higher-level) codes in further cases.  

 D4: This component for the development of the classification system contains a partially 
coded data set obtained from a preliminary survey of university students in the summer of 
2020. Manual coding was performed and checked for 45,298 observations. This source file 
contains the following information: the same plain-text information (as in the current survey) 
and the processed version, in which the plain text was manually cleaned, and the Destatis 
classification code (Statistisches Bundesamt 2023) was assigned. This source file can 
significantly support the classification procedure. D4 dictionary is finally supplemented by a 
first manual classification of data from the current survey from a preliminary data set from 
July 2021.  

 
Figure 3 summarizes the four data sources that are used in the procedure. 
 
 
Figure 3: Data sources (D1, D2, D3, D4) used for classification 

Source: Higher Education Research Group, University of Konstanz  

 

Reasons for relying on rule-based assignments 
 
With the advancement of natural language processing (NLP) techniques and increasing access to 
large amounts of textual data, more and more computational social science solutions for 
unstructured textual data have emerged, many of them also applicable to the analysis of open-
ended survey questions, in particular embedding models, which transform text data into numeric 
vectors that maintain text features such as semantic similarity. We will briefly describe the most 
common methods and our reasoning for relying on rule-based assignments instead of language 
models. The methods considered here include topic modeling, traditional machine learning 
classifiers, and state-of-the-art deep learning solutions with large language models (LLMs).  
 
(1) One technique that has been commonly employed in social-science research are topic 
models (Eshima et al. 2023), an approach extracting word or phrase clusters characterizing 
underlying aspects of a set of documents, i.e., the documents’ topics (Blei et al. 2003; Blei 2012). 
However, traditional topic modeling cannot take classes defined by the researchers into account, 



9 

 

researchers have to link their classes to topics themselves. Some further developed approaches use 
researcher-defined topic keywords as the starting point for the topic model (Eshima et al. 2023; 
Harandizadeh et al. 2022). But even then, it is not guaranteed that the identified topics and classes 
are similar enough to justify a classification based on a found topic, and it becomes less likely the 
more classes researchers aim to correctly identify (Pietsch and Lessmann 2018). We did not choose 
topic models for a simple reason: We have to stick to the Destatis classification scheme with 273 
classes. 
 
(2) Card and Smith (2015) evaluate machine learning classifiers, more specifically logistic 
regression, and recurrent neural networks (RNN), to automatically assign all applicable labels to a 
survey response (multi-label setting). Using Bayesian optimization to find the best parameter setting 
for both models, they find the more traditional logistic regression to outperform their RNN 
approaches. It is also important to note that the highest performance is reached on questions with 
usually only one label present in the answer and comparatively few possible labels. While Card and 
Smith (2015) highlight the higher consistency compared of both models to human coders and higher 
label confidences when using models providing class probabilities, they point to the problem of 
lacking interpretability for RNN. In comparison to logistic regression or other solutions, the 
interpretation of its classification decisions is challenging. Because of the somewhat opaque 
interpretation of classification choices, we decided not to apply these models. 
 
(3) Most state-of-the-art text classifiers in computer science rely on deep language models, such 
as BERT (Vaswani et al. 2017; Devlin et al. 2019; Liu et al. 2019). These models learn to represent an 
input sequence of text as a numeric vector (i.e., word embedding) such that each token (i.e., 
subunits such as words or word pieces) has its own representation that results from its contextual 
use. This means that the same word with two meanings will also be represented differently. 
Deploying these models has resulted in new state-of-the-art performances on many NLP tasks 
including text classification (Devlin et al. 2019). The omnipresence of transformer-based pretrained 
language models suggests they could be helpful in our project as well, however, we decided not to 
use them for the following reasons:  
 

 Spelling Errors: Unresolved spelling errors result in many study subjects that the model 
cannot recognize from the text it was pretrained on, and which are represented differently 
when converted into numerical input than their correctly spelled counterparts.  
 

 Classification Task: Discrete classification tasks can be divided into multi class (a) and multi 
label (b) classification tasks. In (a), each response will receive exactly one out of all k available 
labels. In (b), each response can receive any number of labels between 0 and k, i.e., all that 
apply. Our question on the field of study was designed such that we have a multi-class task 
(a), meaning each study subject should be written in a separate field. However, we have some 
respondents who entered more than one study program into one response field. We thus 
have a single-label task in theory, but in practice this would give us multiple incomplete 
assignments.  
 

 Number of classes: The Destatis classification scheme has 273 classes. Some of these classes 
occur only rarely while others appear frequently. The large number of classes in combination 
with the imbalance typically makes the classification for the model much more difficult than 
having only few and balanced classes (Padurariu and Breaban 2019). 
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 Identification of false positives: Applying a classifier based on BERT or one of its successors 
will (in our case) assign one category from the category system to each natural language 
value. This value is chosen from the class with the maximum output probability. However, 
one of the main goals of the procedure is to avoid faulty category assignments. To assess the 
performance of the classifier, one would need a (manually coded) test set. It is possible to 
identify these cases after prediction by inspecting label probabilities. However, classification 
models based on transformers have been shown to be overconfident and thus result in less 
interpretable output probabilities (Schröder and Niekler 2020). 
 

 Missing context: As described, transformers generate a numerical representation of natural 
language by also considering each token‘s context. Since we only asked for the study subject, 
we do not have any context by default. One option would be to include each response value 
in a template sentence such as “I am studying _____”. Although this method might be 
effective for some values, a few respondents provided additional context or composed 
complete sentences, which could cause incorrect grammar when using such a template. 

 
 

Rule-based semi-automated classification procedure 
After briefly discussing other, more complex methods and reasoning why they are not suitable for 
the data at hand, we propose a simple and easily adaptable semi-automated classification procedure 
including preprocessing, a combination of automatic category assignments, manual category 
assignments based on suggestions, and purely manual assignments. Our method starts with 
preprocessing the text to remove as many inconsistencies across entries of the same study program 
as possible. Then, it aims to identify perfect and almost-perfect matches in the reference 
dictionaries. All responses that our method can clearly link to a single category will be coded 
automatically. In cases where the method is uncertain, the response will be presented to a human 
coder who can choose from a list of category suggestions generated by the coding mechanism. If the 
method fails to suggest a category, the response will be coded manually without any suggestion. 
Using this three-step procedure, we avoid generating false-positives during the automated coding 
which are difficult to identify.  
 

Data preparation (preprocessing)  

In a first step, the open data from the survey D1 and the subject names from the source files D2, D3, 
and D4 are processed in order to identify matches despite minor format deviations. For this purpose, 
upper case letters are converted to lower case letters, punctuation marks and numbers are removed 
and replaced by spaces. Double, leading, or trailing spaces are removed. German alphabetic special 
characters (ä, ö, ü, ß) are converted (ae, oe, ue, ss). Then, any degrees specified are removed from 
the subjects in D1. To do this, a list of possible labels for degrees and potentially following words is 
created from the known classified statements and removed from the statement using regular 
expressions from the specification. Frequently, the term “Lehramt” (or an equivalent title for a 
teaching degree “Lehramt Grundschule”, “Grundschullehramt”, i.e. “Primary School Teaching”) was 
given as a subject of study with or without further subject designations. However, in the Destatis 
classification, “Lehramt” is not categorized as a field of study but as a degree (Bachelor's or Master's 
of Education or “Staatsexamen”, i.e. State Examination). If the term “Lehramt” is mentioned in the 
clear text data on subjects of study, we define an additional variable to indicate the mention of a 
teaching degree. Separate Destatis codes are assigned for primary school or special education 
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teacher training. For all other teacher education programs, the subjects studied (e.g., German, 
English, mathematics etc.) are classified accordingly. By indicating that a teacher education program 
is involved, the annotators know that several subjects must be classified from the information 
provided. When translating English titles, we assess each cleaned subject entry to verify if all 
lemmatized words are English. For this purpose, their occurrence in the NLTK word corpus is 
checked. If all words belong to the English language, the processed subject entry is translated. 
 
The data is exported to a separate CSV file and then transferred to a Word document (docx). This 
document is subsequently translated into German using DeepL’s document translation feature. 
Carrying out an automatic translation in Python without this manual intermediate step is not feasible 
due to constraints on freely available translation APIs. The German version of English study subject 
data is added as a new variable to the dataset to be classified and, for efficiency reasons, is only used 
when assigning a code to the German study subject is not possible. If none of the four dictionaries 
leads to a successful Destatis code assignment, the process is repeated with the information 
translated from English to German, if available. Abbreviations present an additional challenge. If 
students only enter an abbreviation they are familiar with, this can often not be assigned. While 
common abbreviations such as BWL (for “Betriebswirtschaftslehre” i.e., Business Economics) are 
already present in the coded data (D4), this is not the case for many other abbreviations. These are 
problematic when searching for partial matches: If an abbreviation consists of only 2 or 3 letters, the 
probability is very high that it will also appear in data unrelated to the actual subject. The 
abbreviation IB (“Internationale Beziehungen”, International Relations) would erroneously result in 
a partial match (as discussed in the following section) with the degree program Library Science. 
Therefore, abbreviations are manually researched and assigned if they are not contained in the 
known coded data.  
 

Assigning codes to preprocessed study programs 

After both the training dictionaries and the answers from the new survey have been preprocessed, 
we perform an assignment of the correct numerical codes in a three-step procedure: First direct, 
fully automated assignments; second, a semi-automated assignment based on automatically 
generated suggestions; and third, manual assignments for difficult and/or ambiguous cases.  
 

Direct assignment  

In the first step, a direct assignment is attempted using the preprocessed version of the subject value 
by finding values with perfect or almost-perfect matches to known and categorized subjects. A 
perfect match means the preprocessed text is identical to the reference value from the dictionary, 
while an almost-perfect match has a Levenshtein distance of one, with equal weights of one each 
for all delete, insert, and change operations. This is done by comparing the edited version of D1 with 
the dictionaries created from D2–D4. If this fails and the subject title is in English, a direct assignment 
is attempted again using the German translation. As soon as one of the variants listed below matches 
an entry of the dictionaries, the subsequent variants are no longer executed. The dictionaries are 
searched in the order specified here in advance.  
 

 Perfect match: The subject of study is included in one of the four dictionaries.  

 Almost perfect match: The subject so closely resembles an entry from the four dictionaries 
that you would only need to swap/remove/insert one letter to match the entry. This case 
catches many simple typos or slight variations in spelling (e.g. “Gender studies” vs. “Gender 
Studien” or “matematics” vs. “mathematics”). 
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 Direct match without spaces: Since punctuation marks and numbers were replaced by single 
spaces during the cleanup, it is possible that there is no direct match due to deviating spaces. 
For this reason, all blanks are removed from both the dictionary entries and the subject 
entries, and then a direct match is searched for again.  

 Near match without spaces: Here, all blanks are also removed and an edit distance of 1 is 
allowed between the entries and the subject specification. In the subsample passed, 270,701 
(i.e., 83.6%) of 323,791 non-blank specifications will be directly coded in the first run of the 
tool. 

 

Uncertain prediction for manual coding 

In many cases, however, the identified matches do not allow for a clear assignment to subjects from 
the list of the Federal Statistical Office. For example, the assignment for “ecotrophology” does not 
work because the known data only contain the official subject designation “nutrition science”. 
However, there are some cases where an assignment seems possible with a larger margin of error. 
Since false-positive assignments are possible here, the variants listed below are used as suggestions 
and not as direct code assignments. Therefore, all variants are always executed to provide several 
suggestions if necessary. For example, if “Teaching English and German” is specified as a subject, 
both English (English Studies) and German (German Studies) should be suggested as subjects. The 
suggestions resulting from each variant are sorted so that the most frequent suggestion is displayed 
first. Just as with direct matches, a direct match is first attempted using the prepared German subject 
entry. If this fails and the subject title is in English, a direct match is attempted again using the 
German translation. Finally, the suggestions are also exported to a list where they can be checked 
manually. 
 

 Split at “and” and direct match: Some study programs with two subjects are listed by 
students with an ‘and’ (“und”) connected in only one entry (see previous example). 
Therefore, it is first tested whether an ‘and’ is included in the entry. If this is the case, an 
attempt is made to find a direct match for both partial entries to the left and right of the 
‘and’.  

 Partial match: Some specialized study programs (e.g. applied computer science – computer 
science) or abbreviations (e.g. mathematics – math) allow an assignment via a partial 
match. To maintain a low false positive rate, a suggestion is made based on whether the 
student's subject specification is either completely contained in a dictionary entry or vice 
versa. 

 Almost match: While in the direct matches only an edit distance of 1 was allowed, i.e., a 
deviation of only one letter, in the suggestions an edit distance of 2 is allowed. This allows 
for twisted letters (e.g. chemistry – “Chemie” as “chmeie”). However, since some subjects 
already sound very similar and the false positive rate would again be too high with a direct 
assignment (e.g. geology vs. biology), an edit distance of 2 is only used for suggestions. To 
facilitate the examination of the suggestions, a screen tool was developed and used in which 
the individual plain text statements with the suggestions generated from the dictionaries are 
displayed on one screen page each. The codes to be made could be selected and manually 
coded by clicking the option that seems to apply most probably. The assignments based on 
the proposals were made successively in the subsample used, i.e. in several rounds. As a 
result, the remaining manual coding effort could be significantly reduced, i.e. a large part of 
the Destatis code could be assigned automatically (for details see Table 2).  
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Non-assignable study program data  

If none of the procedures succeeds, the assignment is exported to another sorted list and has to be 
coded manually without any further clues. If an assignment was made manually, it is logged, just like 
the suggested assignment, and adds to the total corpus of assignments. In total, only 2,359 plain 
language entries from the partial data set were coded completely manually.  
 
 

Merging the results 

Applying the classification results in three output files that need to be remerged into the original 
data set. After manually correcting and coding the suggested and non-assignable study programs in 
Excel or LimeSurvey (a script for automatically creating a survey and converting its results to the 
required format is available), the codes need to be inserted into the original data. For this purpose, 
the classification procedure is run a second time with the updated dictionaries which now include 
the correct coding for all study program names. We add the name of the identified field of study 
from the Destatis classification scheme and the corresponding code in new variables to the original 
data. Since we observed many cases where students listed two fields of study or the two provided 
fields were not enough, e.g., for some “Lehramt” (teaching degree) students or when having two 
minors, we allow for a different number of variables than in the original data. These cases are easily 
identifiable by two or more correct codes from manual or automated coding, although they will only 
be coded automatically if they were listed with two correct codes in one of the dictionaries. The 
codes will then be assigned to the new variables sequentially. For clarification purposes, consider 
the following abstract example (see Table 1) where researchers provided two study program 
variables in the survey, but decided to create three for the analysis. Student A provided one subject 
in the first variable and two in the second, student B provided four in the first and none in the second 
and student C only one in the first and none in the second.  
 
Table 1: Coding examples of original entry fields into Destatis code 
 

ID original entry 1 original entry 2 field of study 1 field of study 2 field of study 3 

A math chemistry and 
biology 

math chemistry biology 

B politics, 
communication, 
history, sociology 

 politics communication history 

C computer science  computer science   
 
Source: Higher Education Research Group, University of Konstanz  

 

Our procedure assigns the first field of study to the first new variable, the second given field of study 
to the second new variable and so on. If there are more fields of study than new variables, the 
overflow will be lost (e.g. sociology from student B in this example). In practice, the codes will of 
course also be included in the merged data. 
 
 

How to adapt the procedure to another use case 

Our method is easily transferable and adaptable to other data and/or applications. Think of some 
kind of coded data in the same or a very similar format, e.g., from previous surveys, scraped from 
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the web, synthetically generated, or from any other source. Also, the method is most useful when 
the data that should be coded has the following characteristics: 

 a high number of categories  

 it requires expert knowledge to perform the classification 

 there is no further context, i.e., only one word or only one noun phrase 

 there are a high number of spelling errors and/or other inconsistencies 
 
Our method is published on GitHub and can directly be used to classify study programs. We provide 
the necessary training data resources (D2–D4) and a small example data set for this case. However, 
you can easily adapt it to other use cases by making two adjustments: First, modify the underlying 
resources, i.e., preprocessed training data, commonly used abbreviations, text to remove etc. 
Second, adjust the specifications in the code for data preprocessing and column selection etc. 
Detailed instructions are available in the repository. After adapting and running the procedure, you 
will receive three output files, two of which for manual recoding. You can merge your coded results 
into a final data set as described before.  
 
 

Evaluation on final prediction data set  
The final data set contains 274,466 observations with 8 field-of-study variables. Note that the coding 
processes are run for the current and (potentially) former enrollments. Not all respondents provide 
information on their fields of study. Table 2 shows the distribution of completed fields for all 8 
variables. In total, approximately 324,000 statements have been made, the majority of which are in 
the current major variable. 3,373 statements were additionally identified as missing by 
preprocessing (statements – statements adjusted). Data (in %) and adjusted data (in %) refer to the 
percentage of respondents who made a statement for this variable, which is why the sum of the 
percentage points is greater than 100. The unique data depict how many different values were given 
by students after all duplicates were eliminated. Unique and adjusted shows the reduction in this 
number of distinct values due to the preprocessing we performed. The proportion thus maps the 
proportion at which values from the unique statement list (proportion unique (%)) or the 
classification procedure input (proportion unique adjusted (%)) occur in the original variable. Since 
these values can occur in several variables, the sum of the proportions is also greater than 100 or 
the sum of the specifications is greater than the number of unique specifications specified below. 
Through preprocessing, we obtain 27,030 unique adjusted values that serve as input for 
classification, i.e., whose study subject code must be determined.  
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Table 2: Distribution of completed fields for all 8 variables with field of study entries 
 

variable 
with open 
answers data 

adjusted  
data 

unique  
data 

unique  
and adjusted  

data 

 abs. in % abs. in % abs. in % abs. in % 

sfach1o2 200,816 73.2 198,969 72.5 31,007 61.2 16,271 60.2 

sfach2o2 38,319 14.0 38,091 13.9 10,599 20.9 6,509 24.1 

fach01 22,725 8.3 22,137 8.1 7,485 14.8 5,043 18.7 

fach02 19,394 7.1 18,940 6.9 7,236 14.3 5,068 18.7 

fach03 7,137 2.6 7,015 2.6 3,364 6.6 2,622 9.7 

fach04 1,666 0.6 1,631 0.6 1,023 2.0 855 3.2 

sabserfach
o1 27,169 9.9 27,096 9.9 6,189 12.2 4,321 16.0 

sabserfach
o2 6,565 2.4 6,539 2.4 2,019 4.0 1,527 5.6 

Total 323,791  320,418  68,922  42,216  

 
Source: Higher Education Research Group University of Konstanz;  
Note: sfach1o2: first field of study; sfach2o2: [potentially] second field of study; fach01: field of study of first episode of enrollment 
history; fach02: field of study of second episode of enrollment history; fach03: field of study of third episode of enrollment history; 
fach04: field of study of forth episode of enrollment history; sabserfacho1: first field of study of a previously attained degree; 
sabserfacho2: second field of study of a previously attained degree 
 
Table 3 shows the number of specifications. Number of entries indicates how many values in the 
original data set fall within the classification variant. The next column provides the relative 
distribution of the entries (in %) in each classification variant. The last two columns contain the 
absolute and relative numbers of cases preprocessing, removal of duplicates and (most importantly) 
automated classification. The number of entries that needs to be manually checked significantly 
reduces to 2,359 cases. Noteworthy, that quite a high number of entries (13,435) is still to be checked 
on suggestion – in order to reduce false (automatic) classifications.  
 
Table 3: Number of specifications 
 

coding scheme number of entries in % number unique and adjusted   in % 

automatically 270,701 83.6 11,236 41.6 

on suggestion 38,978 12.0 13,435 49.7 

manual 14,112 4.4 2,359 8.7 

total 323,791 100 27,030  100 

 
Source: Higher Education Research Group, University of Konstanz 
 

Conclusion 
We propose a semi-automated coding procedure to be used to code open-ended natural language 
on the fields of study to the “structured” Destatis classification scheme (“Systematik der 
Studienfächer”). After preprocessing of the survey data for about 95 percent of cases, a code was 
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assigned. About 4 percent of cases could be manually coded based on suggestions provided by the 
procedure. Less than one percent needed manual coding without any suggestions. Since the 
dictionary developed with correctly assigned codes grows with each application, the share of not-
automatically coded data entries will further shrink. The procedure is based on strict matching 
criteria, the error rate should thus be neglectable. Of course, the dictionaries need to be updated 
on a regular basis because the assignments in the Destatis code change occasionally, or new study 
programs are developed.  
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Appendix 
 
Figure 1A: German version of the Destatis classification scheme (Statistisches Bundesamt, 
example: humanities) 
 

 
Source: Statistisches Bundesamt 2023, German version „Studierende an Hochschulen – Fächersystematik“  

 
 
Figure 2A: Open-ended question on the field of study (“Studienfach”), screenshot German 
questionnaire 
 

 
Source: SiD, Beuße et al. 2022 
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